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Abstract

This paper presents the algorithms for training an artificial neural network (ANN) for regression analysis; the algorithm
is based on the generalized delta rule. The training method of a simple neuron model and an ANN model are presented
and generalized. The models are then programed in Visual C# .NET and applied to predict the compressive strength of
concrete mixes. Three datasets, collected from the literature, are used to demonstrate the applications of the models.

Keywords: Avrtificial neural network; Regression analysis; Concrete strength; Generalized delta rule.

Tém tit

Bai béo trinh bay cac thuit todn dung Qé huén luyén mét mang no-ron ’thakm kinh nhan tao dung cho phan tich héi quy.
Cac thudt toan nay dugc dya trén quy tac delta khai quat. Cach thire huan luyén mot no-ron than kinh va mot mang no-
ron than kinh nhén tao dugc trinh bay va khai quat hda. Cac mo hinh trén duoc 1ép trinh v6i ngdn ngir Visual C# va
dugc tmg dung d€ dy bao cudng do chiu nén cua cac mau bé tong. Bai bao sir dung ba b dir liéu, duge thu thap tir cac
tai liéu tham khao, dé minh hoa cho tinh ung dung cua cac moé hinh.

Tir khéa: Mang no-ron than kinh nhan tao; Phan tich hdi quy; Cudng do chiu nén ciia bé tong; Quy tic delta khai quat.

1. Introduction analysis problems, the squared error loss (SEL)

The goal of the training phase of an ANN  function is often used (Aggarwal, 2018). Using

model is to minimize the output errors on a  this function, an algorithm based on a
dataset via the adaptation of the network Stochastic gradient-descent can be formulated

*Corresponding Author: Hoang Nhat Duc, Institute of Research and Development, Duy Tan University, Da Nang,
550000, Vietnam; Faculty of Civil Engineering, Duy Tan University, Da Nang, 550000, Vietnam.
Email: hoangnhatduc@duytan.edu.vn


mailto:hoangnhatduc@duytan.edu.vn

4 N-D Hoang, N-L.Quoc, Q-Nhat Pham / Tap chi Khoa hoc va Cong nghé Dai hoc Duy Tan 02(57) (2023) 3-9

basically performs gradient-descent updates
with respect to a set of randomly initialized the
network weights. Based on the method of error
back-propagation and the chain rule (which is
used to express and compute the derivative of
the composition of differentiable functions),
each element in the network’s weight matrices
can be updated to fit a collected dataset at hand.
This method can be neatly summarized and
presented by the generalized delta rule (Kim,
2017), which revises a weight element as
follows:

W=W+axAxZ 1)

where  A=¢'(v{")xe?; & denotes the

learning rate; e'"is the error of the neuron j at
. 0 . . .
the layer i. @'(v;’) is the derivative of the

activation function with respect to the weighted
sum of the inputs v{".

In addition, the generalized delta rule (Kim,
2017) greatly eases the formulation of the error
back-propagation by employing the following
rule: The error of the neuron j at the layer i
(el") is computed by the errors of the previous
neurons multiplied by their connecting weights.

This paper first formulates the training
algorithm via the method of error back-
propagation and the chain rule. Subsequently,
the equivalent training algorithm based on the
generalized delta rule is presented. The current
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work focuses on the application of ANN model
in regression analysis because this task is
ubiquitous in civil engineering. Regression
models are capable of analyzing past data
records and providing prediction results that
help the decision-making processes in many
phases of a construction project such as
planning (Lishner & Shtub, 2022), design
(Gandomi, Yun, & Alavi, 2013), and
management (Cheng, Hoang, & Wu, 2015).
The models, based on the formulation of the
generalized delta rule, are constructed in Visual
C# .NET. Those models are then applied to
predict the compressive strength of concrete. It
is because it is a crucial task in construction
engineering that helps reduce time and cost in
concrete mix design.

2. Training one neuron for regression
analysis

The model of one neuron for performing
regression analysis is demonstrated in Fig. 2.1.
Herein, for the ease of illustration, a neuron
with two inputs (x1 and x2) is presented in the
figure. The input data is represented as a vector
X = [X1, X2,...,Dx] where Dy is the number of
factors (e.g. the quantity of cement or curing
age) that influence the target output (e.g. the
compressive strength of concrete). The matrix
W is the weight of the neuron. y is the modeled
output.

X = [X1,X2] = [X1,%2]

W = [wi,w2,w3]

Fig. 2.1. The model of one neuron used for regression analysis

Given the input vector X, the input of the
neuron is constructed by adding an element of 1
as the bias as follows:

Z= [211 Z3, 23] = [X11 X, al]T

()

Accordingly, the weighted input of the
neuron is given by:
D=3
Vp =2 XW o+ Z, X Wy + 2 X Wy = D X x W, (3)
d=1
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where D = Dy + 1.

Considering a simple linear transformation
between the input and output of the neuron, the
output of a neuron is simply computed
asy, =¢@(v,)=Vv,, where ¢() denotes an

oL _ oL oy oy, oy,

activation function. Hence, the final output of
the neuron is denoted as y = yi. Given the loss
function L() defined in Eq. (1), the derivatives
of L with respect to each element of the weight
matrix W are given by:

M E&aa\/\ﬁ:—(t—y)><1><1><xl:—(t—y)xXlz—exxl (4)
OL _ LY O O (4 y)sdxlxx, = —(t— )X X, = —ex

ow. = oy oy, v ow, (t—y)xIxIxx, =—(t—y)x X, =—€x X, (%)
L _ LN N _ (4 y)ulxixx, = —(t—y)xl=—exl (6)

ow, oy oy, ov, ow,

In general, the weight of the neuron model is revised according to the chain rule as follows:

oL
W, =W, —amzwd +ax(t—y)xx, =W, +axexX,

d

Applying the generalized delta rule, we first

compute A=? (V)X€  gypsequently, the
weight element can be adapted as follows:
Wy =W, +axAxZ, (8)

Since ¢'(v) =1 (because ¢@(v) =V), we have
A=1xe=e. Thus, the updating equation based
on the generalized delta rule can be stated as
follows: w, =w, + @ xexz,. This equation is
identical to Eq. (7), which is derived from the
chain rule.

3. Training an Artificial Neural Network
consisting of one hidden layer

The model of an ANN used for regression

20,
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/
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/
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), Yy,

@, Wz

(7)

analysis is illustrated in Fig. 2.2. Herein, the
network consists of three layers: input, hidden,
and output layer. For the ease of illustration, a
neural network with two inputs (x; and x2) and
two hidden units is presented in the figure.
There are two weight matrices in this network:
W® (which is the weights connecting the input
to the hidden layer) and W® (which connects
the hidden to the output layer). The training
phase aims at adapting these two weight
matrices to fit the collected dataset at hand.
Herein, the sigmoid function is used as the
activation function ¢() in the hidden layer.

Fig. 2.2. The model of an ANN used for regression analysis
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The two weight matrices in the network are given by:

® WO W
w® w wi

w® = and W@ = w® w? w? (9)
) w)

Given an input signal X, the input Z®, weighted input V), and output Y& of the 1% layer are
presented as follows:

z9 =[29,29,29T=Dx, %11 (10)
V. [vfl) ,Vil)] (11)
where v =20 5 w® + 20 xw) + 20 xw® = zD: 28 W
d=1
and VO = 20w 1+ 28 5w + 20wl =3 20 sowt)
d-1
Yo [yfl), y(zl)] (12)
where  y®=p() Y8 =g

The input Z@, weighted input V@, and output Y@ of the 2" layer are given by:

(13)
@
z;” =1
where 2P = y® 2 =y 3
V@ = [V(Z)]
V)
where VO =z sew® + 28 s w + 27 xwd =37 xw?
u=1
YO =[y] (14)
where y2 =v®,

Finally, the output of the ANN is given by: y = y®. Accordingly, the weight matrix W® is
updated according to the chain rule as follows:

oL oL oy oy ov?

W@~ oy oy® @ ow® =—(t—y)x1x1xz2? =—(t - y)x 22 = —e x y* (15)
a?vzm %ﬁ) ?V{Z s\\,lv(:z)) ~(t—y)x1x1x 2 =~(t-y) x 2 = —ex y{ (16)
" ‘3553131 af&z a9
WP =W —arx -2 W@ 1 g xexz? (19)

w®
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The generalized delta rule for this layer is presented as follows:

Let AP =p®@'(v®)xe®? (20)
e® —e—t_y (21)
PP (v?) =1 because y® =v®
W =W +axA? x 2P =w? + axexz? (22)

The weight matrix W® is updated based on the chain rule as follows:

oL _aL oy ayl(Z) aV(Z) 82(2) l(1) av(l)

O = 2y oy® NP 220 oy O aw(l’ —(t—y) xIxIx W2 xIx[y® x (1- yP) = z?
11

=—(t— y) xIxIxw? xIx [y x (1= y{?)]x %,
=—exW? x[y® x (1 y®)]xx, (23)
Because the sigmoid function is used as the activation function ¢() in the hidden layer, we have

v _ YO x (L= y),

v -
oL = —exW? x[y® x (1-y® (24)
aW(l) y yl )] X X2
12
L _ _ex W x[y® x (1-y?)]x1 (25)
aw(l) y yl )]X
13
Similarly,
L exw® x [y x (1—y$d (26)
ol 5 %Yz Y2 )X %
21
L =—ex W x[y® x 1-yM)] (27)
aW(l) y y X X2
22
L _ _ex w2 x[y® x (1— y?)]x1 (28)
B Y2 Y2 )l
In summary, we can state that:
oL | —exwW [y x (L= y)xx, —exw? <[y x (1= Yy )]x x,, —exwf? <[y x (1-y")]x1 (29)
W | —escf? x[yf x (L= y )], —ex i [y x (L= Y2t —exl? [y (L y)] L
Thus, WS =w® +axexw? x [y(l) x (1- y(l))] X % (30)
In general, W) =w? —«a (1) (31) and — aw(l) =—exW? x[y® x (1-yP)]xz® (32)

The generalized delta rule for revising W® is presented as follows:
Let AD =p®'(v®P)xe®  and AD = O (v?) x el (33)
where e =e® xw®and ef’ =e® xw?

The AP and A9 of the neuron 1 and 2 are given by:

AD =Ly x A= y)Ixe® =[y x L-yP)]xe® < w® =y x (L y7)]xexw? (34)
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A =y x A=y xef? =[S x (1- Y2l xe® xwi? =[yf) x (1— Y] x e x wg? (35)
The 1% element of this weight matrix is updated as follows:

W =W +ax A x 2 =wD + ax[y® x (1-yP)]xexw? x z® (36)

1 1 1 1 2
Wl(l) :W1(1) +05><[Y1() X(l_yl())]xexwl( ) XX

In general, the equation used for updating an element at u™ row and v" column of W® is as

follows:

D _ @D @ @ (2) (€]
Wuv _Wuv +ax[yu X(l_ yu )]XeXWu sz

As can be observed, the Eq. (37) derived
from the generalized delta rule is similar to the
Eq. (31) and (32) derived from the chain rule.

4. Model application

In this section, the regression models, which
are presented in the previous section, are used
to predict the compressive strength of concrete
in three datasets. These datasets are collected
from published papers. The general information
of the datasets is as follows:

Dataset 1 (Farooq et al., 2021): The
compressive  strength  of  self-compacting
concrete modified with fly ash is modeled. The
input factors include the contents of the cement,

Table 1. The prediction results of the models

(37)

water—binder ratio, coarse aggregate, fine
aggregate, fly ash, and superplasticizer. There
are 300 samples in this dataset.

Dataset 2 (Pazouki, Golafshani, & Behnood,
2022): The compressive strength of self-
compacting concrete containing class F fly ash
are the dependent variable. The concrete age
and the contents of mixes are used as input
variables. There are 327 samples in this dataset.

Dataset 3 (Hoang, 2022): The compressive
strength of rice husk ash blended mixes are the
dependent variable. The input variables
consider the concrete age and the contents of
mixes. There are 527 samples in this dataset.

Dataset Phase Indices One neuron ANN
RMSE 5.04 4.34

Training MAPE (%) 12.55 10.66

1 R? 0.88 0.92
RMSE 5.64 5.33

Testing MAPE (%) 13.41 13.50

R? 0.82 0.88

RMSE 13.00 8.94

Training MAPE (%) 48.57 28.01

R? 0.07 0.73

2 RMSE 12.94 10.37
Testing MAPE (%) 41.72 28.68

R? 0.30 0.65

RMSE 12.72 8.33

Training MAPE (%) 26.41 17.37

3 R? 0.37 0.82
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Dataset Phase Indices One neuron ANN
RMSE 12.62 8.27
Testin MAPE (%) 27.53 16.14
g R2 0.48 0.81
The models are trained over 100 epochs and ~ References

the learning rate is fixed to be 0.01. In the ANN
model, 10 neurons are used in the hidden layer.
The models’ prediction results are summarized in
Table 1. Herein, the root mean square error
(RMSE), mean absolute percentage error (MAPE),
and coefficient of determination (R?) (Nguyen,
Cao, Tran, Tran, & Hoang, 2022) are used for
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Dataset 1, 2, and 3, respectively.

5. Conclusion

Regression analysis is a crucial task in
construction engineering. This paper presents
the generalized delta rule for training the ANN
model. The formulation derived from the chain
rule is reviewed, followed by the presentation
of the generalized delta rule. The formulation
based on the generalized delta rule helps to
simplify the expression of the training process
of an ANN and facilitate the development of
computer program based on the ANN. The
developed models have been built in Visual C#
NET and applied to predicting the compressive
strength of concrete in three datasets.
Experimental results show good prediction
performance of the models. Future extension of
the current study includes the use of the
generalized delta rule in training deep neural
networks, which consists of more than one
hidden layer.
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